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Abstract

Higher instantaneous luminosity of the Tevatron Collider
requires large increases in computing requirements for the
CDF experiment which has to be able to cover future needs
of data analysis and MC production. CDF can no longer
rely solely on dedicated resources in order to meet all of its
computing needs and is therefore moving towards shared,
Grid resources. CDF has been running a set of CDF Anal-
ysis Farms (CAFs), dedicated pools of commodity nodes
managed as Condor pools with a small CDF specific soft-
ware layer on top of it. We have extended this model by us-
ing the Condor glide-in mechanism that can create dynamic
Condor pools on top of existing batch systems, without in-
stalling any additional software. A GlideCAF is essentially
a standard CAF with the addition of the tools needed to
keep the dynamic pool alive. All the monitoring tools sup-
ported on the dedicated CAFs, including semi-interactive
access to the running jobs and detailed monitoring, have
been preserved. In this paper, we present the salient fea-
tures and implementation detail of glide-in based Condor
pools. We also show the amount of resources we man-
age with GlideCAFs and the turn-around of resources we
achieved. Finally, we discuss about the limitation of this
approach.

INTRODUCTION

CDF [1] is a High Energy Physics experiment at the
Tevatron collider located at the Fermi National Accelera-
tor Laboratory in Chicago, USA. The experiment has been
collecting Physics data since 2000 during the Tevatron Run
II phase. CDF acquires data at a sustained rate of 60 MB/s
and has so far collected about 1 PB of physics data. Over
the years, improvements in accelerator running condition
have resulted in a higher instantaneous luminosity, while
that of detector and trigger conditions have steadily in-
creased the data taking efficiency. These mandated an ever
increasing amount of computing power for analysis and
simulation. The requirement of processing power today is
of the order of 5M SPECint2000 which is expected to climb
to almost 15M SPECint2000 by the end of 2007.

The current CDF model for event reconstruction, simu-
lation and analysis is based on dedicated Condor [2] pools
with a CDF specific submission infrastructure, called CDF
Analysis Farms (CAFs) [3]. CDF has so far successfully
maintained its own dedicated resource based global com-
puting environment with (a) Central production and anal-
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ysis farms at Fermilab and (b) 10 decentralised Analy-
sis Farms (dCAFs) as well as a few farms devoted to su-
pervised Monte Carlo production, distributed over three
continents. About 50% of the total CDF computing (∼
2.4M SPECint2000) is carried out at remote sites. CDF
priorities for computing outside Fermilab is mainly for MC
production although a few large sites have been identified
as future Physics Centres. For example, CNAF, the Italian
Tier-1 site, will soon become a B Physics centre for CDF.

In order to meet future needs, CDF is reorganizing its
computing model to move away from dedicated pools to-
wards the Grid computing environment. This has been dic-
tated mainly by the realization that large increases in com-
puting resources, required due to higher instantaneous lu-
minosities of the Tevatron collider, will be practically im-
possible with the expansion of dedicated resources. There
are several sites with shared resources, both in the LHC
Computing Grid (LCG [4]) in Europe as well as the Open
Science Grid (OSG [5]) in the USA, that could be available
to CDF immediately, had the computing framework been
able to take advantage of it. A large fraction of these re-
sources is expected to be available to CDF before the LHC
era starts, enabling the experiment to do more physics that
it could afford otherwise. The CDF computing model is
required to adapt to the Grid world and build dCAFs that
can access shared resources, preserving all the CDF spe-
cific features such that the impact of the paradigm shift af-
fects the end-users minimally. The new model must also
continue to support all the existing applications.

Since the original CAF was Condor based, it was natu-
ral to extend the existing model with the Condor glide-in
mechanism which is capable of dynamically extending an
existing Condor pool onto Grid resources.

CONDOR GLIDE-INS

A regular Condor pool is composed of a set of daemons
that manage different parts of the system. The Condor dae-
mons communicate with each other sending UDP packets.
The pool is defined by thecollector, which gathers infor-
mation about all the other daemons. The worker nodes are
controlled by thestarter daemons, while user jobs are man-
aged by one or moreschedd daemons. Thenegotiator as-
signs jobs to thestarters, which execute them. Amaster
daemon overlooks all other daemons and takes care of start-
ing, stopping and restarting them. Figure 1 shows interac-
tion among different Condor daemons in a regular pool.
For more information see [3].

Condor glide-ins are regular Condorstarter daemons,



Figure 1: A dedicated Condor pool. A set of daemons man-
age different parts of the system. The daemons communi-
cate with each other using UDP packets.

properly configured and submitted as jobs to a Grid Com-
puting Element (CE). On successful authentication, the CE
delegates the glide-ins to the underlying batch system.
Once such a job starts on a worker node, it contacts the
designated Condorcollector and joins the Condor pool as a
new virtual machine (VM). From the Condor point of view,
such a resource is indistinguishable from a dedicated one,
and will be matched in the same way to a user job with the
best priority. A user job, sent to that VM, will eventually
run on the Grid worker node.

An extension of a regular CAF with the Condor glide-
in mechanism is known as a GlideCAF [6]. A GlideCAF
brings in a slight modification of the Condor configuration
and an addition of a glide-in factory that creates a virtual
private Condor pool out of shared resources. Once a pool
is established it looks and behaves like a dedicated one,
and allows sophisticated monitoring, both interactive and
web based, as well as user and group scheduling policies to
work in a manner identical to a dedicated Condor farm.

The virtual private pool is managed by the glide-in fac-
tory (glidekeeper), a process that keeps submitting glide-
ins to the Condorschedd as new user jobs arrive at the
queue. Figure 2 gives a simplified view of how a virtual
pool is created using the Condor glide-in mechanism.

The Condor glide-in mechanism has several advantages
over direct submission of user jobs to the Grid CEs:

• Finer grained policy management: user priorities
are managed inside the Condor pool, preserving all
the power and flexibility of the Condor fair share poli-
cies. Moreover, the policies are managed at two dif-
ferent levels: (a) by virtual organization (VO) at the
CE level, and (b) among users at the Condor level.

• Black holes can be guarded against: a defective
node kills glide-ins before they start. As a result, no
user jobs are lost. Additional sanity checks can be
performed before a user job is sent, discarding worker
nodes that do not meet the needs of the virtual organi-

zation. Nodes failing recurrently can be blacklisted as
well.

• Late binding of resources: in case of multiple Grid
sites, user jobs will be pulled only by those sites where
glide-ins will have started and resources will be avail-
able. This will eliminate the risk of long delay at the
CE queues of busy sites.

The glide-in mechanism is independent of the local batch
system used at a Grid site; this makes deployment of a
GlideCAF rather easy.

Implementation

The first step was to extend the Condor pools at those
sites that already had a CAF installed and where CDF en-
joys close ties with the local Grid administrators. Several
such pools have been deployed at different Grid sites which
are mentioned below,

• Production systems at

– CNAF Tier-1 in Bologna, Italy

– San Diego, USA

– Fermilab, USA

– Lyon Tier-1, France

• Systems in alpha test at

– Karlsruhe, University College of London (UCL)

The largest production GlideCAF has been running at
CNAF, the Italian Tier-1 centre in Bologna. The farm, de-
ployed in September 2005, is one of the largest CDF batch
farms. So far it has run 800k jobs from approximately 200
users. The system is robust with virtually no job loss and
easily scales up to the full size of the present Tier-1, i.e.

Figure 2: A glide-in based Condor pool. On the CAF por-
tal, various pieces of the CAF framework are shown, that
manage user job submission, monitoring etc.glidekeeper
is the new component that was added in order to extend a
standard CAF.



≈2k slots (≈ 1.5M SPECint2000). Figure 3 shows the us-
age pattern of the farm for the last two months and points
out the turn-around with the Condor glide-in approach. The
only major complaint from users was related to long direc-
tory path names introduced due mainly to the presence of
multiple middleware layers.
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Figure 3: Usage pattern of the GlideCAF at CNAF during
the last two months. The upper and lower plots show all
the running and waiting sections respectively during that
period. The opportunistic use is also indicated in the upper
half.

GlideCAF Issues

GlideCAFs internally use GSI based authentication
throughout the system. However, it must be noted that only
a single CDF service proxy is used for all the glide-in jobs.
As a consequence, the site gatekeeper does not know any-
thing about the real users although Condor has a complete
knowledge of all the users. All the jobs run under a sin-
gle VO specific UID (e.g cdf001). This is an outstanding
privacy issue GlideCAFs will have to resolve. We are look-
ing at future evolution ofglExec, a component of the gLite
Middleware [7] that can be used to authenticate a real user
using the proper GSI proxy and even change the UID to
the real user. In order to achieve our goal we need to un-
derstand ifglExec can be used on the worker nodes, much
the same way it is designed to work at the level of Com-
puting Elements, where real users will be authorized prior
to job execution once thestarter daemon passes the correct
user proxy toglExec.

Limitation

The Condor glide-in mechanism was easy to implement,
but this solution is not general enough. The UDP based
communication, which the Condor daemons use to talk

to each other, does not work over the Wide Area Net-
work (WAN). The mechanism also requires bi-directional
traffic that fails to work over the firewalls. All the above
dictate that a GlideCAF must be installed for each and ev-
ery Grid site of interest in order to access the site resources.
Although this is attainable for major Grid sites, like the Ital-
ian Tier-1 centre in Bologna, accessing a large number of
small sites poses a severe maintenance overhead. More-
over, for each site, the CDF software must be distributed to
the worker nodes by means of a shared file system.

To overcome the above limitations, three tools have
been identified, (a) the newly released Generic Connection
Brokering (GCB) to bridge firewalls and work over Wide
Area Networks, (b) Parrot for software distribution, and
(c) HTTP caches to limit the required network bandwidth.
Please refer to [8] and [9] and references therein for more
details. The final incarnation of the GlideCAF will take
advantage of the above tools.

CONCLUSION

Continuous need for more computing power has pushed
the CDF experiment to revise its computing model and
adapt to the Grid computing paradigm. The first success-
ful step in this direction was to add the Condor glide-in
mechanism to a few dedicated Condor pools, which have
access to shared resources, and build GlideCAFs. Sev-
eral GlideCAFs are already in production which ensured a
fast turn-around of resources for CDF. The paradigm shift
has been completely transparent to end-users and all the
high-level CDF specific features like sophisticated moni-
toring, scheduling policies continue to work natively. We
are working on GlideCAF extensions in order to address
the remaining issues.
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